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Deep Learning-Based Video Coding and Its Applications Lingnan Univeristy

Professor KWONG Sam Tak Wu is the Chair Professor of Computational Intelligence, 

and concurrently as Associate Vice-President (Strategic Research) of Lingnan 

University. Professor Kwong is a distinguished scholar in evolutionary computation, 

artificial intelligence (AI) solutions, and image/video processing, with a strong record 

of scientific innovations and real-world impacts. He is currently Chair Professor of 

Computer Science at Lingnan University, Hong Kong. Professor Kwong was listed as 

one of the top 2% of the world’s most cited scientists, according to the Stanford 

University report. He was listed as one of the top 1% of the world’s most cited scientists by Clarivate in 2022. He 

has also been actively engaged in knowledge transfer between academia and industry. He was elevated to IEEE 

Fellow in 2014 for his contributions to optimization techniques in cybernetics and video coding. He was a Fellow 

of the Asia-Pacific Artificial Intelligence Association (AAIA) in 2022, and the President of the IEEE Systems, Man, 

and Cybernetics Society (SMCS) in 2021-23. Professor Kwong has a prolific publication record with over 350 

journal articles and 160 conference papers with an h-index of 76 based on Google Scholar. He is currently the 

associate editor of a number of leading IEEE transaction journals. 
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Enhancing Language Models through Improved 

Pre-Training and Fine-Tuning 
James Kwok

Prof. Kwok is a Professor in the Department of Computer Science and Engineering, Hong 

Kong University of Science and Technology. Prof. Kwok is serving as an Associate Editor 

for the IEEE Transactions on Neural Networks and Learning Systems, Neurocomputing, 

Artificial Intelligence Journal, International Journal of Data Science and Analytics, and 

Editorial Board Member of Machine Learning.  He also served/is serving as Senior Area 

Chairs of major machine learning / AI conferences including NeurIPS, ICML, ICLR, and 

IJCAI. He is recognized as the Most Influential Scholar Award Honorable Mention for 

"outstanding and vibrant contributions to the field of AAAI/IJCAI between 2009 and 2019". 

He is an IEEE Fellow. 

http://youth.csig.org.cn/CSIG2023/forums/youthServiceForum1.html
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